
9 Factor Models

The main message of the CAPM is that the cross-sectional returns of assets can be solely

explained by the betas. That is, if we know the betas, we can describe the cross-sectional

returns on the assets as

Rit = αi + βiMRMt + εit

where αi = (1− βiM)Rf . The above model could be viewed as a factor model, where RMt is

the common factor, which is independent of the individual asset, but changes across time,

and βiM is the factor loading, which is asset dependent, but is invariant over time.

It is quite natural to conject that there are more common factors that has explana-

tory power of the cross-sectional returns on assets. These factors could be macroeconomic

fundamentals, firm or industry related factors, or even statistical factors.

9.1 Factor Models

A general form of the factor model for the return on asset i at time t is

rit = αi + βi1f1t + βi2f2t + · · ·+ βimfmt + εit,

where αi represents the asset-specific intercept, fjt, j = 1, 2, . . . ,m are the m common factors,

βij is the factor loading for asset i on the j-th factor, and εit is the specific factor of asset i.

It is usually assumed that for financial asset returns, the factor ft = (f1t, f2t, . . . , fmt)
′ is

an m-dimensional weakly stationary process such that Eft = µ, and Cov(ft) = Σ. We also

assume that the specific factors εit is white noise, uncorrelated with the common factors,

and uncorrelated with other specific factors. That is,

Eεit = 0,

Cov(fjt, εis) = 0,
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and

Cov(εit, εjs) =


σ2
i , if i = j and t = s,

0, otherwise.

We may rewrite the model as

rt = α + βft + εt (9.1)

where rt = (r1t, r2t, . . . , rNt)
′, α = (α1, α2, . . . , αN)′, β is a matrix whose (i, j)-th entry is βij,

ft = (f1t, f2t, . . . , fmt)
′, and εt = (ε1t, ε2t, . . . , εNt)

′. We may further rewrite this model as

rt = λFt + εt

where λ = [α,A], and Ft = (1, f ′t)
′.

We may use the relationship

ErtF ′t = λEFtF
′
t

to identify

λ = (EFtF
′
t)
−1ErtF ′t .

If the factors are known, that is, if Ft is known for each t, we may estimate the factor

model by OLS. The OLS estimator of λ is given by

λ̂ =

(
1

T

T∑
t=1

FtF
′
t

)−1(
1

T

T∑
t=1

rtF
′
t

)
.

9.2 Example: The Fama-French Three-Factor Model

Fama and French (1992) considered three factors in determining asset returns: the overall

market return, the performance of small stocks relative to large stocks (small minus big,

SMB), and the performance of value stocks relative to growth stocks (high minus low, HML).
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9.3 Statistical Factors

It is also possible that we do not specify what the factors are but to extract factors statisti-

cally from the data. A statistical factor model is of the form

rt − µ = βft + εt

where µ is the mean of rt, β is the same as in (9.1), and ft is basically the factors in (9.1),

but demeaned. Notice that in this model, we treat both β and ft as unknown.

This model is not uniquely identified, because of that fact that βft = (cβ)(1/cft) for any

c 6= 0. We need to impose some restrictions on ft so that it is uniquely identified:

Eft = 0, Cov(ft) = Im.

Similarly as before, assume that Eεt = 0,Cov(εt) = D = diag(σ2
1, σ

2
2, . . . , σ

2
N), and Cov(ft, εt) =

0.

The covariance matrix of the return rt is

Ω = Var(rt) = Var(βft) + Var(εt) = ββ′ +D.

To estimate the model, we use principal component analysis. We first obtain the sample

covariance matrix of rt:

Ω̂ =
1

T

T∑
t=1

(rt − µ̂)(rt − µ̂)′

where

µ̂ =
1

T

T∑
t=1

rt.

Then we calculate the eigen-pairs (λ̂1, v̂1), (λ̂2, v̂2), . . . , (λ̂N , v̂N) of Ω̂ so that λ̂1 ≥ λ̂2 ≥ . . . ≥
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λ̂N . Then the estimated factor loadings are given by

β̂ =

[√
λ̂1v̂1,

√
λ̂2v̂2, · · · ,

√
λ̂mv̂m

]
.

The estimator of the factors are given by

f̂t =



v̂′1/
√
λ̂1

v̂′2/
√
λ̂2

· · ·

v̂′m/
√
λ̂m


rt.

To determine the number of factors in the statistical factor model, we employ the ap-

proach developed by Bai and Ng (2002). For a candidate number of factors m, we first

estimate the m-factor model, get the loadings and factors, denoted by β̂m and f̂m
t , respec-

tively. Then we calculate

V (m) = ln

(
1

NT

T∑
t=1

ι′(rt − µ̂− β̂mf̂m
t )

)
+m

(
N + T

NT

)
ln

(
NT

N + T

)
.

We compute the V value for all candidate numbers of factors, and choose the m that

minimizes the V value.
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